0 Ofe!
0%

9
il

i)

'1:




INTRODUCTIO

A | Python is among the most popular
programming languages
A Especially in research/data science for
prototyping
A But AV/=1aVi limited Lise in r\rnr’hlr‘finn

Most Popular Coding Languages of 2015

Pythonis#1

programming language in
hiring demandoliowed
by JavaandC++

And the demand is
growing

A | Big data real time analytics requires
deploying models to High Performance
Data Analytics (HPDA) environments
A €T1 A G ijAGT | h dG] G4
OR

A Ease access to HPDA for data scientist

A  This talk shows how Intel Distribution

for Python may ease access to
production environment for
researcher/data scientist

Workstation

HPC/Big Data Cluster
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Problem statement: DATA scientist is not a pr

Until 2015 customer demand for using Intel tools with scripting & JIT languages
was addressed by publishing Knowledge Base articles on Intel Developer Zone

[, D KGIU h)] |l fAny KB articles | found
advantage of by on your site that related
building my NumPy and to actually using the
Scipy installations MKL for compiling
JUT7H ijhA EB something were overly
spending over 40 hours technical.l couldn't

trying to figure it out figure out what the
myself, | gave up .RY heck some of the
Researcher, Arizona things were doing or
State University* talking about .RY

| Anonymous Data




Programming Languages Productivity

LANGUAGE VERBOSITY PROGRAMMING COMPLEXITY
(LOC/FEATURE) (HOURS)
4 5
3 4
3
2
2

o =
[EY

b d | | S | A d | | 0 % _— —_—

Python Java C++ C Python Java C++ C

E Prechelt* = Berkholz** E Prechelt* = Berkholz**

. 33, Issue 10, pp. 22

**TedMonk— D.Berkholz Programming languages ranked by expressivene]



Problem statement: reducing gap between Interpret
Requires professional programming skills

High Performance
Parallelism Pearls

BLACK SCHOLES FORMULA
R C

Bringing parallelism
(vectorization, threading, muki
5125 node) to Python is essential to

625 make it useful in production
Chapter 19. Performance

125 Optimization of Black
Scholes Pricing

15625

25 Vectorization,
threading, and dat
5 locality optimization: V.y=5, CDF(d,)-¢ - X -CDF(d,)
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Focus on advancing Python performance closer to native speeds

Easy, oubf-the-box access
to high performance Pytho

Drive performance with
multiple optimization
techniques

Faster access to latest
optimizations for Intel
architecture

wPrebuilt, accelerated Distribution for numerical & scientific computing,
data analytics, HPC. Optimized for 1A

wDrop in replacement for your existing Python. No code changes required

wAccelerated NumPgciPyscikitt ST N A GK LyaStt+ al (K

wData analytics with pyDAAL, Enhanced thread scheduling with TBB,
Jupyter* notebook interface, Numba, Cython

wScale easily with optimized mpi4py and Jupyter notebooks

wDistribution and individual optimized packages available through conda
and Anaconda Cloud

wOptimizations upstreamed back to main Python trunk




Near Native Performance Speedups on |IA

Python* Performance as a Percentage of C/Intel® MKL for Python* Performance as a Percentage of C/Intel® MKL for
Intel® Xeon® Processors (Higher is Better) Intel® Xeon Phi™ Product Family (Higher is Better)
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LAPACK 1 core LAPACK 32 cores FFT 1 core FFT 32 cores LAPACK 1 core LAPACK 64 cores FFT 1 core FFT 64 cores
mapt/atlas W pip/openblas W Intel Python/MKL mapt/atlas mpip/openblas  mIntel Python/MKL

LYydStt S22yt tNROSaaz22lNWGStt - S2y t KAu t
Configuration Info: apt/atlas: installed with aget, Ubuntu 16.10, python 3.5.8umpy1.11.0,scipy0.17.0; pipbpenblas installed with pip, Ubuntu 16.10, python 3.5m2impy1.11.1,scipy0.18.0; Intel

Python: Intel Distribution for Python 2017;. Hardware: Xeon: Intel Xeon CR8IBY3 @ 2.30 GHz (2 sockets, 16 cores eachoffi 64 GB of RAM, 8 DIMMS of 8GB@2133MHz; Xeon PhintatelXeon
t KXCRU 7210 1.30 GHz, 96 GB of RAM, 6 DIMMS of 16GB@1200MHz




Python* Performance as a Percentage of C/Intel® MKL for
Intel® Xeon® Processors, Single Core (Higher is Better)
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Python* Performance as a Percentage of C/Intel® MKL for
Intel® Xeon® Processors, 32 Core (Higher is Better)
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mapt/atlas mpip/openblas = Intel Python/MKL
Configuration Info: apt/atlas: installed with aget, Ubuntu 16.10, python 3.5.8umpy1.11.0,scipy0.17.0; pipbpenblas installed with pip, Ubuntu 16.10, python 3.5mympy1.11.1,scipy0.18.0;

Intel Python: Intel Distribution for Python 2017;. Hardware: Xeon: Intel Xeon GP6PBEY3 @ 2.30 GHz (2 sockets, 16 corek,dd€=0ff), 64 GB of RAM, 8 DIMMS of 8GB@2133MHz; Xeon Phi: Intel
Intelt Xeont K ZCRU 7210 1.30 GHz, 96 GB of RAM, 6 DIMMS of 16GB@1200MHz

Optimization
Notice



